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Introduction

Table of contentsTable of contents
The ML Workbook is organized into seven modules that follow the ML 
Lifecycle, a key perspective that we will introduce in this course. Note that this 
workbook does not use page numbers, but IDs. These IDs are located in the 
top corner of each page.

1.0 Overview of the four perspectives on MLOps 

2.0 The Scoping Stage of the ML Lifecycle

3.0 The Data Engineering Stage of the ML Lifecycle

4.0 The Modeling Stage of the ML Lifecycle

5.0 The Deployment Stage of the ML Lifecycle

6.0 ML Orchestration & Feedback Loops

7.0 Credits
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What you will learn from this bookWhat you will learn from this book
This workbook is designed to help you and your team understand the process 
of professionalizing your machine learning with MLOps. By the time you 
complete this workbook, you will have acquired a solid grasp of the essential 
concepts required to deliver value using MLOps.

After completing the workbook and closely following along with the materials, 
you will be able to:

Describe the components and functions of the four perspectives ML 
Principles, ML Lifecycle, ML Accountabilities, and the appliedAI Project 
Phases Framework.

Explain the organizational factors of MLOps, which involves outlining the 
involvement of the ML Accountabilities throughout the ML Lifecycle and 
ML Project Phases Framework.

Describe ML workflow improvements that enhance the maturity of your 
MLOps processes. The aim is to begin a discussion on scaling the number 
of ML projects and reducing time-to-market for ML models.

Realize how to put the content of the course into practice through a 
best-practice prototype of an ML system.
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Is this course for me?Is this course for me?
If you are still unsure whether you should spend your time on this course, you 
can do a self-assessment here. Tick each statement that applies to you or your 
team. The more you tick, the more likely you are to benefit from this course.

Few of our ML systems make it into production.

I do not know where I can find the data in my company to generate 
insights and apply ML.

I have a rough idea of what MLOps is, but I don’t grasp it fully.

I am working in an ML team or plan to work in an ML team.

Our team does a lot of manual work to bring ML models into 
production without having a standardized process. 

We have a use case where governance and compliance is required.

We don't have a well-defined language for talking about ML 
projects between technical and non-technical team members.

We don't have a clear roadmap or guidelines on what factors to 
consider when taking an AI project from the idea stage to putting it 
into production.
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Learning with the video courseLearning with the video course
The ML Workbook comes with a customized video course. In the video course, 
our instructors explain the content of the workbook in detail and provide 
solutions to the exercises. For an optimal learning experience, we recommend 
that you use the ML Workbook together with the video course.

1
The workbook and the 
videos share the same 
content

WorkbookVideos

Workbook Video Course

Access the video 

course here:

2

As you work through the video lessons, keep 
an eye on the ID in the corner of the videos. 
This ID will help you access the 
corresponding page in the workbook

In the video course, we will 
show you how the concepts 

presented can be 
implemented in a real-

world application. We call 
this the MLOpify content 

3
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The four perspectives on MLOpsThe four perspectives on MLOps
Throughout the course, we will explore MLOps from four perspectives, which 
focus on different aspects of developing ML systems. We will revisit them and 
draw connections between them. 
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Data EngineeringScoping

The ML Lifecycle

The ML Lifecycle is a meta-
model that outlines the stages 
through which modern machine 
learning systems progress.

Reproducible

Re-executing the 
exact same training 

run should be 
possible at any time. 

Accountable

All decisions should 
be recorded

Continuous

Automated execution 
of tasks like building 
the source code or 

deploying the model

Scalable

The system should 
have greater granular 
elasticity based on 

demand

Trustworthy

Establish trust by 
adhering to the ML 

Principles

Collaborative

Exploring the work of 
others and extending 
it should be possible

The MLOps Principles

The six MLOps Principles serve as 
the foundation upon which the 
ML Lifecycle is realized.

Product Owning

Paige

ML Engineering

Matthew

Data Engineering

Damian

Solution Architect

Samantha

Data Steward

Deborah

Data Science 

Doris

The ML Accountabilities

The accountabilities describe the 
various responsibilities involved 
in developing an ML system.

Planning

Exploration

Implementation

Productis
ation

The appliedAI 

Project Phases Framework

The framework outlines four phases 
for implementing an ML project.

Resources

Our instructor Alexander Machado, in collaboration with AI industry experts, has developed 
some of these MLOps perspectives over the past few years, enabling enterprises to 
efficiently bring AI projects to production. 


Find out more
 ML Lifecycle and AI Project Phases: Machado, Waldmann: “The Enterprise Guide to ML
 ML Accountabilities: Machado, Mynter: “ML Skill Profiles: An Organizational Blueprint for 

Scaling Enterprise ML”
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Module overviewModule overview
We have structured this course around the ML Lifecycle, which describes the 
stages through which modern ML systems progress. The first module offers an 
introduction to the ML Lifecycle and the other three perspectives on MLOps. 
The later modules delve deeper into the other stages of the ML Lifecycle.

M
o

d
e l i n g

Modeling Deployment

M
o

d
e l i n g

Da t a
Eng i n

e
e

r i
n

g
Data EngineeringScoping

Module 1

We explore the four 
fundamental 
perspectives on 
MLOps.

Module 2

We explore how a 
project planning 
workshop is prepared 
and conducted.

Module 3

We explore ways to 
improve data 
engineering, with a 
particular focus on 
data management.

Module 4

We explore ways to 
enhance modeling 
practices, with a 
focus on experiment 
tracking and model 
management.

Module 5

We explore methods 
for deploying and 
serving ML models 
and the reasons ML 
performance 
degrades over time.

Module 6

We explore the 
benefits of workflow 
orchestration tools 
and the different 
feedback loops.
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Module structureModule structure
Learning is not a spectator sport, which is why we have crafted this workbook 
with a strong focus on active participation. Our aim is to familiarize you with 
the fundamental perspectives on MLOps. All six modules follow a consistent 
structure to help you achieve the defined learning objectives effectively.

1
Intended learning objectives

At the beginning of each module, you will find a set of 
learning objectives that we want you to accomplish.

2
Main content in small segments

The main content is presented in digestible pieces. On 
about half of the pages, you are asked to actively 
participate and express your thoughts and understanding 
of specific parts of the material.

3
Practical recommendations

After covering the content, we provide practical 
recommendations for you and your team to implement the 
ideas.

4
Self-assessment of comprehension

As the module draws to a close, you will find a self-
assessment that serves as a tool to assess your 
comprehension of the module's content.
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Overview of MLOPs

Intended learning objectivesIntended learning objectives
In this module, we delve into the fundamental perspectives on MLOps. As we 
progress, we continuously revisit these perspectives, striving to uncover their 
interconnections. By exploring the four perspectives, we understand MLOps 
through diverse lenses, each significant in tackling the complexities of bringing 
ML systems into production.

1.00

By the end of this module, you will have developed the following proficiencies:

Explain why the existence of hidden technical debt calls for MLOps 
processes.

Describe the four perspectives on MLOps: ML Lifecycle, ML 
Accountabilities, ML Principles and the appliedAI Project Phases 
Framework.

List and describe the stages and phases of the ML Lifecycle

Distinguish the focus of the Stage View of the ML Lifecycle from the 
Phase View of the ML Lifecycle.

Explain the function of the phases of the appliedAI Project Phases 
Framework.

Describe the importance of the ML Accountabilities during the ML 
Lifecycle and the appliedAI Project Phases Framework.

Describe how ML projects are brought into production from the lens of 
the four perspectives.

Before you begin, we recommend that you take a look at the contents 
of the module. Take a few minutes to go through each page and look at 
the headings and visuals. Try to get an overview of the module's 
content. When you are done, go to the last page of the module and 
write down a few questions you would like to have answered at the 
end of the module. We will ask you to review these questions later 
after you have worked through the content.
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Can you answer these questions?Can you answer these questions?
Mature MLOps practices are obvious when ML teams can quickly answer 
questions about the status and functionality of their ML systems. Below are 
some questions that a team with a mature system can answer quickly. Try to 
determine if you could answer the questions within a reasonable amount of 
time.

1.01

What was the accuracy of 
the June 12, 2022 model on 
the training and test sets, 
and were there any issues 
with overfitting or 
underfitting?

What were the data sources 
and preprocessing steps 
used to train the models for 
a specific use case?

What version of the code 
base was used to train the 
August 4, 2023 model, and 
has the code changed since 
then?

What was the full list of 
models trained on the April 
26, 2023 dataset, and what 
were the differences 
between them?

How many models were 
deployed in the last three 
months?

What was the accuracy of 
the last 40 models created?

How do you protect your 
team from accidentally 
changing training data files?

Has the input data for your 
model changed recently (e.g. 
new scheme, new 
distribution)?
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The perils of Hidden Technical DebtThe perils of Hidden Technical Debt
If you couldn't answer some of the questions on the previous page, your ML 
system may have a problem called hidden technical debt. It refers to the 
unnoticed and accrued maintenance costs resulting from rapid development. 
An ML system in production should have little hidden technical debt, but in 
development it's up to your team to decide how much cost is tolerable.

Resources

https://proceedings.neurips.cc/paper/2015/file/86df7dcfd896fcaf2674f757a2463eba-Paper.pdf

1
Because ML teams often 
develop ML systems fast, 
the systems are hard to 
maintain

2
Sometimes it makes sense 
to accumulate technical 
debt to get a proof of 
concept quickly, but the 
team needs to service it 
later in the project

3
MLOps tries to avoid 
building technical debt by 
automating processes and 
and increasing abstraction 
in ML software 
development

“As the machine learning (ML) 
community continues to 
accumulate years of experience 
with live systems, a wide-spread 
and uncomfortable trend has 
emerged: developing and deploying 
ML systems is relatively fast and 
cheap, but maintaining them over 
time is difficult and expensive.”

“As with fiscal debt, there are often 
sound strategic reasons to take on 
technical debt. Not all debt is bad, 
but all debt needs to be serviced.”

“Deferring such payments results 
in compounding costs. Hidden debt 
is dangerous because it 
compounds silently.”
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What’s your Hidden (Technical) Debt?What’s your Hidden (Technical) Debt?
Hidden (Technical) Debt can come in many forms. Examine the various 
technical debts in the following workflow and assess whether they have 
impacted your system.

1.03

We didn’t keep a continuous 
record of the results of our 
experiments.

We could not automatically 
detect changes in the 
schema of external data.

Hyperparameter tuning 
parameters were hard 
coded and not stored in 
configuration files.

We neglected to evaluate 
whether a new model 
outperforms the old model 
when we update it.

We were unable to 
determine if the expected 
value of our data was 
outside the expected range.

We did not use Git branches 
to test certain data 
preparation experiments.

We stored our data on a 
local computer or on a hard 
drive instead of a shared 
infrastructure.

Switching between models 
lead to temporary 
interruptions in operation.

We didn’t automatically re-
train our models when their 
performance dropped.

When planning the project 
we didn’t look 

into the existing data.

We budgeted the ML project 
only until the deployment of 
the model.

We determined the team 
size and the working time 
spontaneously.

We didn’t prioritize use 
cases at the beginning of 
the project.
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The definition of MLOpsThe definition of MLOps
MLOps is designed to avoid Hidden Technical Debt by creating systematic ways 
to bring ML systems into production. Below is a definition of MLOps that we 
will use in this course.

Resources

https://appliedaiinitiative.notion.site/The-enterprise-guide-to-ML-
a389dbdf244143f7a690b4e1980444f4

MLOps makes up a set of tools and principles to support progress

about data, modeling, and deployment, while supporting best practices

through the ML Lifecycle. The goal is to create systematic ways to think

1
Such as MLFlow, 
Flyte, DVC

4
Such as avoiding 
building up hidden 
technical debt 
through automation

2
Such as 
reproducibility, 
scalability or 
accountability

Such as using the 
appliedAI Project 

Management 
Framework and 

meeting quality gates

3
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The MLOps PrinciplesThe MLOps Principles
On the next pages we will introduce the four perspectives of MLOps. The key 
perspective is the ML Principles, which are the foundation for every other 
perspective. If you have doubts about how your team is developing your ML 
system, come back to the ML Principles and consider whether you have put 
them into practice.

Resources

https://ml-ops.org/content/mlops-principles

Reproducible

Re-executing the 
exact same training 

run should be 
possible at any time. 

Accountable

All decisions should 
be recorded

Continuous

Automated execution 
of tasks like building 
the source code or 

deploying the model

Scalable

The system should 
have greater granular 
elasticity based on 

demand

Trustworthy

Establish trust by 
adhering to the ML 

Principles

Collaborative

Exploring the work of 
others and extending 
it should be possible

Trustworthiness is a 
meta-principle that 
is fulfilled when all 
other principles are 

fulfilled

2

These principles illustrate that 
MLOps is not only a technical 

concept, but also systematically 
improves human cooperation

1
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Putting the MLOps Principles into practicePutting the MLOps Principles into practice
Below you will find the six MLOps principles. For each principle, try to match 
the statement that best corresponds to it.

1.06

1 “We are able to access 
previous version of the 
code and datasets.”

2 “We can trigger a model 
retrain within a few 
minutes when new data 
comes in.”

3 “The data catalog shows 
who is the responsible 
person (data owner) for a 
given dataset.”

4 “Model training 
performance can be 
checked by everyone on 
the team in the 
experiment tracking 
dashboard.”

5 “Our model does not 
discriminate against a 
minority class.”

6 “Our model can be 
automatically deployed 
on more servers when the 
load on the API 
increases.”

Reproducible Accountable

Continuous Scalable Trustworthy

Collaborative
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The Stage-View of the ML LifecycleThe Stage-View of the ML Lifecycle
The ML Lifecycle is a perspective that describes the cyclical process of 
developing, training, and deploying machine learning models with large 
amounts of data. Every machine learning system follows the stages outlined in 
the lifecycle to a certain extent.

Resources

https://www.appliedai.de/en/hub-en/enterprise-guide-to-machine-learning

Note: The iterations here are exemplary and 
might differ in number and feedback loops 
depending on the project.
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1
Arrows indicate 
stages in the 
lifecycle

4
In the Modeling Stage, 
you create machine 
learning models

2
In the Scoping 
Stage you plan  
the ML project

3
In the Data 
Engineering Stage 
you make sure your 
data is ready for 
the creation of ML 
models

5
In the Deployment 
Stage, you make sure 
your model stays 
performant over time 

e.g.
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The Phase-View of the ML LifecycleThe Phase-View of the ML Lifecycle
We can also unfold the ML Lifecycle to reveal the underlying phases of each 
stage. Also, this view shows the supporting software engineering processes 
from the Data Engineering to the Deployment Stage.

Resources

https://www.appliedai.de/en/hub-en/enterprise-guide-to-machine-learning

Stage

Phase

Support

Scoping Data Engineering Modeling Deployment

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Model 

Training

Model 

Management

Deployment

Management

Monitor &

Maintain

Supporting Processes for Development (Dev) and Operations (Ops)

Software Design and Development

1
The Phase-View adds a 
phase layer and 
supporting activities to 
the ML Lifecycle

2
A phase groups a set of 
activities that aim to 
accomplish an intermediate 
goal in the ML Lifecycle

3
The supporting activities try to 
avoid Hidden Technical Debt 
by establishing a maintainable 
code base

e.g. Data

Management
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Activities of the ML LifecycleActivities of the ML Lifecycle
The Phase-View of the ML Lifecycle has another layer that we have not yet 
mentioned, the Activity layer. This layer describes phase-specific activities that 
ML teams can carry out. Remember that no ML team performs all of these 
activities, but only a subset of them.

Scoping Data Engineering

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Modeling Deployment

Model 

Training

Model 

Management

Deployment

Management

Monitor &

Maintain

 Use Case Selectio
 Metrics and Goal 

Definitio
 Resources: Data, 

Time, Infrastructur
 PM Methodology, 

Team Conventions, 
Basic Training

 Data Governance 
Plannin

 Data Compliance 
and Risks

 Feature Engineerin
 Model Evaluatio
 Model Selectio
 Hyperparameter 

Optimizatio
 Model Retraining



 Data Compliance 
Validatio

 DataSources and 
Formats Adapter

 Data Architecture 
Desig

 Data Domain 
Separation

 Model Versionin
 Model Registry/

Pipeline Registr
 Experiment 

Tracking

 Data Understandin
 Data Exploratio
 Data Validatio
 Data Processin
 Data Labeling




 Inference Pipelin
 Model Servin
 Model Deploymen
 Rollback
 Scalability of 

Deployment

 Data Versionin
 Data Lineag
 Data Dependency 

Grap
 Data Governance 

Implementatio
 Data Discoverabilit
 Data Backup

 Data-drift 
Monitorin

 Model Monitorin
 Alerting for Event
 Reportin
 Autotraining
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Feedback loopsFeedback loops
Feedback loops play a pivotal role in the ML Lifecycle, as they enable 
information to circulate back to earlier phases. Such feedback loops exist in 
both the Stage-View and the Phase-View ML Lifecycles.
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Data EngineeringScoping

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Model

Training

Model

Management

Deployment

Management

Monitor &

Maintain

A feedback loop refers to an action 
that is activated from one stage of the 

lifecycle, then influencing and 
triggering an action in one of the 

preceding phases

1

While the Deployment Stage serves as the starting 
point for all feedback loops in this diagram, it's 

important to note that these loops can originate 
from any phase within the lifecycle

2
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ML Accountabilities throughout the ML LifecycleML Accountabilities throughout the ML Lifecycle
Although machine learning teams may vary in size and composition, they all 
share the same accountabilities. An accountability is a skill profile. One person 
can take on multiple accountabilities. Note that these accountabilities are a 
simplified and high-level overview, and your team may have more or fewer of 
them. Try to identify which accountabilities you currently undertake or plan to 
undertake. 
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Product Owning

Paige

They steer the success of a machine learning project 
and/or product from a business perspective. They work 
closely with stakeholders to understand business goals 
and requirements. Also, they collaborate with the 
development team to make sure that the product meets 
these goals.

Data Engineering

Damian

They ingest and process large volumes of data and create 
efficient, scalable pipelines that enable fast and accurate 
data access and analysis.

Data Science 

Doris

Their task is to develop machine learning models that 
solve business problems and answer ML-related research 
questions such as feature engineering. To this end, they 
perform use-case-specific data preparation, data 
ingestion, and modeling activities.

Data Steward

Deborah

They guarantee the quality and compliance of data. They 
validate that data policies were followed in each use case 
and enforce data policies and procedures. They also help 
to identify data-related risks and opportunities.

ML Engineering

Matthew

They are responsible for designing, implementing, and 
preparing ML models for deployment. They work closely 
with data scientists and solution architects to develop 
and integrate these models into existing systems to 
guarantee optimal performance.

Solution Architect

Samantha

They are responsible for the design and implementation 
of complex technical systems. They work closely with 
stakeholders to identify the best technical architectures 
and oversee their implementation, debugging, and 
performance.

Accountability Description I am accountable
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In the words of the ML AccountabilitiesIn the words of the ML Accountabilities
For this exercise, try to match the following statements to their corresponding 
ML Accountabilities. 
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5

Data Engineering

Damian

ML Engineering

Matthew

Product Owning

Paige

Solution Architect

Samantha

Data Science 

Doris

Data Steward

Deborah

1 “I ensure that my model's 
performance is optimized 
to the fullest extent 
possible.”

2 "I ensure that the data 
platform is capable of 
working with a wide range 
of datasets."

3 "I ensure that deploying a 
new model does not 
cause any disruptions to 
traffic."

4 “I ensure that project 
requirements are clearly 
defined.”

5 “I ensure consistent 
model outcomes for 
identical datasets.”

6 "I ensure that all data 
governance guidelines are 
adhered to."

for 

example
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The ML Accountabilities in your ML teamThe ML Accountabilities in your ML team
Now that you have identified the accountabilities for which you are 
accountable, try to outline how the six accountabilities are distributed within 
your team. Remember that one person can take on multiple accountabilities. 
Choose the type of visualization that works best for you.

1.13
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For which phases of the ML Lifecycle are the ML 
Accountabilities responsible?
For which phases of the ML Lifecycle are the ML 
Accountabilities responsible?
The accountabilities place emphasis on different phases of the ML Lifecycle. 
Try to identify for which phases of the lifecycle the accountabilities are 
responsible.

1.14

Scoping Data Engineering Modeling Deployment

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Model

Training

Model

Management

Deployment

Management

Monitor &

Maintain

Product Owning

Paige

Data Engineering

Damian

Data Science 

Doris

Data Steward

Deborah

ML Engineering

Matthew

Solution Architect

Samantha
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ML projects have to handle uncertaintyML projects have to handle uncertainty
ML projects are notorious for their uncertainty. Or, as the saying goes, more 
than 90% of ML systems never make it into production. Uncertainty can be 
described as a situation where a group of people or an individual has  
imperfect or unknown information to predict the outcome of a future event.  
In this exercise, we ask you to do two things. Identify what makes ML systems 
uncertain and identify strategies to mitigate uncertainty in ML project 
management.

1.15

What makes ML systems uncertain?

How can uncertainty be mitigated in ML systems?
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The appliedAI Project Phases FrameworkThe appliedAI Project Phases Framework
The appliedAI Project Phases Framework was developed to reduce risk in ML 
system development and to manage the uncertainty associated with it. 
Different project phases characterize the framework.

Planning

Exploration

Implementation

Productisa
tion
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Data EngineeringScoping

1
Each project phase focuses on 
specific activities at each 
stage of the ML Lifecycle

2
The four project phases 
provide a framework to 
navigate the unavoidable 
uncertainty of ML projects

2
Splitting a project into 
phases helps reduce the 
complexity of building an ML 
system by focusing on 
specific activities in each 
phase
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An overview of the appliedAI Project Phases 
Framework
An overview of the appliedAI Project Phases 
Framework
The four project phases differ not only in their core activities but also in the 
level of risk involved in taking the system to production, as well as the share of 
software engineering work required.

Planning

Exploration

Implementation

Productisa
tion

AI-Engineering

Software-Engineering

Risk and uncertainty

3
As the project progresses, 
software engineering tasks 
gain increasing importance 
compared to AI engineering 
tasks

2
Each of the four boxes 
represents a phase that 
ends with a deliverable

1
As the project progresses, the 
outcomes become less 
uncertain and risky
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Unpacking the project phasesUnpacking the project phases
Below is a description of each of the four project phases, including their 
duration, the recommended project management method, and the key 
deliverables for each phase.

In this phase, 
the team 
ideates, 
prioritizes, and 
selects AI use 
cases. The team 
then defines the 
project for the 
selected use 
cases.

In this phase, 
the team 
integrates the 
model into a 
production 
system and 
automates the 
ML Lifecycle 
activities. 

In this phase, 
the team 
explores the 
feasibility of the 
project based on 
a small dataset 
with a baseline 
model.

In this phase, 
the team 
researches and 
explores the 
most promising 
models and 
engineers 
further features 
based on the 
available 
dataset.

Planning

Exploration

Implementation

Productisa
tion

1
The duration of the individual phases depends 
on the project. These time frames should be 
considered as rough suggestions for 
structuring the relative timing of each phase

Project management

Workshop-

based

e.g. Kanban e.g. SCRUM e.g. SCRUM

Deliverable

Template/

Canvas

Feasibility 

report

Feasibility 

report

ML system

Relative duration

A few days 4 to 6 weeks 2 to 6 months A few months
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Mapping the ML Accountabilites to the project 
phases
Mapping the ML Accountabilites to the project 
phases
Each accountability carries varying significance in each project phase. In this 
exercise, determine which accountability becomes most critical in each phase. 
Additionally, reflect on your role during each project phase.

1.19

Product Owning

Paige

Data Engineering

Damian

Data Science 

Doris

Data Steward

Deborah

ML Engineering

Matthew

Solution Architect

Samantha

Planning

Exploration

Implementation

Productisation
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Quality gatesQuality gates
A quality gate serves as a midway assessment to determine whether it is 
justifiable to continue with the project. The core idea of each quality gate is 
described below.

Planning

Exploration

Implementation

Productisa
tion

Quality gate Quality gate Quality gate

1

Have all the prerequisites in the 
template to start the project been 
fulfilled? These prerequisites 
encompass forming the team, 
defining ML system requirements, 
outlining project phase tasks, and 
specifying quality checks for the 
remaining phases

2

Do we have a set of 
promising solution paths 
that meet the 
requirements, and do we 
have a refined backlog 
for the Implementation 
Phase?

Is the performance high enough to 
justify moving to the Productisation 
Phase? Are the infrastructure and 
stack capable of supporting 
continuous iterations?

3
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A sneak peek into the ML Lifecycle activities we 
will cover in this course
A sneak peek into the ML Lifecycle activities we 
will cover in this course
In the upcoming modules, we’ll take a deep dive into each stage of the ML 
Lifecycle and explore the feedback loops within it. We'll discuss specific 
activities in each stage that will improve your ML processes. Try to identify the 
activities that you want to focus on.
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Data EngineeringScoping

Prepare for 
the planning 
workshop

Conduct the 
workshop

Define the 
quality gate

Choose a data 
architecture

Version data

Track data lineage

Write data quality 
checks

Make data 
searchable 
through a data 
catalog

Version models

Use Model 
Registries

Apply Auto Scaling 
in model training

Facilitate 
collaboration 
between data 
scientists and ML 
engineers

Choose a model serving pattern

Choose a deployment strategy

Monitor data drift

Monitor concept drift

Monitor changes in system 
metrics

Use workflow 
orchestration tools

Implement microservices 

Automate feedback loops
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Practical recommendationsPractical recommendations
If you're uncertain about what to do next, consider these practical 
recommendations.

When defining the Exploration, Implementation, and 
Productisation phases, you should decide which 
project management framework you want to use. We 
like to use Kanban for Exploration and SCRUM for 
Implementation and Productization.

Make deliberate choices regarding the technical debt 
you accept during the Exploration Phase. 
Accumulating debt may speed up model 
development, but remember, it must be addressed.

A common discussion in ML teams is which activities 
of the ML Lifecycle to focus on in each project phase, 
especially the Exploration Phase. Have this discussion 
in the planning phase based on the requirements of 
the ML system.
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Self-assessment of comprehensionSelf-assessment of comprehension
Take a moment to answer the following questions about the content covered 
in this module. Keep in mind that there's only one correct answer for each 
question.

1.23

1. Which of the following are NOT part of the MLOps Principles?

A) Scalable, Trustworthy, Balanced

B) Reproducible, Accountable, Continuous

C) Scalable, Continuous, Reproducible

2. What phase is not part of Data Engineering?

A) Data Cleaning

B) Data Ingestion

C) Data Management

3. What are the number of phases in the ML Lifecycle?

A) 7

B) 8

C) 9

4. What are the first letters of the ML Principles?

A) S, R, A, P, T, C

B) S, C, A, C, T, C

C) S, R, A, C, T, C

5. Which accountability should make sure that the following 
Hidden Technical Debt won’t happen: “When planning the project 
we didn’t look into the existing data”

A) Product owning

B) Data steward

C) Data scientist
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6. What is the difference between a data engineer and a data 
scientist?

A) A data engineer is responsible for the Data Management 
Phase of the lifecycle while the data scientist is responsible 
for the Data Preparation and Data Ingestion Phase.

B) A data engineer prepares the data for the ML models while 
the data scientist creates the models based on that data.

C) A data engineer does generic data preparation, while a data 
scientist does case-specific data preparation.

7. Which of the following processes are the supporting activities in 
the ML Lifecycle?

A) Software Design and Development

B) Software Design and Management

C) Software Management and Software Monitoring

8. What is the most accurate statement about the ML Principles and 
the appliedAI Project Phases Framework?

A) All ML Principles should be put into effect by latest at the 
end of the Productization Phase.

B) The ML Principles should be put into effect by latest at the 
end of the Exploration Phase.

C) The ML Principles should be put into effect throughout 
every stage of the Project Phases Framework.
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9. What is the most accurate definition of the concept of "Hidden 
Technical Debt"?

A) Hidden Technical Debt refers to the maintenance problems 
that arise with machine learning systems due to the 
accumulation of costs incurred by moving quickly during 
development and deployment.

B) Hidden Technical Debt refers to the technical errors that 
occur when developers use outdated or unsupported 
software libraries, which may be paid off by updating 
software regularly and using only the latest stable versions.

C) Hidden Technical Debt is the term used to describe code 
that developers intentionally hide from their colleagues and 
managers to avoid scrutiny and criticism.

10. What three concepts are missing in this definition of MLOps: 
"MLOps comprises a set of tools and _____ to support progress 
through the ML project _____. The goal is to create systematic 
ways to think about data, modeling and _______, while supporting 
the best practices."

A) practices, accountabilities, software design

B) principles, lifecycle, deployment

C) processes, workflow, maintenance

11. What does a feasibility report look like that should be delivered at 
the end of the Exploration and Implementation Phase of the 
appliedAI Project Phases Framework?

A) It is a document that reports on how the project phase was 
conducted.

B) It is a document assessing the technical feasibility of the 
success in the next project phase.

C) It is a document that contains the Model and Data Cards of 
the model that were trained in both phases of the project.
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Module reviewModule review
Each module begins and ends with this page. At the beginning of the module, 
we asked you to write down some questions that you would like answered at 
the end. Once you have written down these questions and worked through the 
content, take some time to look at the questions again and explain the 
answers to yourself.

1.26





Scoping02





Scoping

Intended learning objectivesIntended learning objectives
In this module, our focus is on planning an ML project. We will focus on four 
project workshop topics and highlight the importance of creating a shared 
document during the Scoping Stage.

2.00

By the end of this module, you will have developed the following proficiencies:

Describe the importance of holding a project planning workshop before 
diving into coding.

Explain the advantages of establishing common knowledge within an ML 
team.

Describe the topics to be covered in a project planning workshop.

Name the key considerations that need to be discussed for each topic in 
a project planning workshop.

List at least five system requirements of a ML system.

Explain under what circumstances it is appropriate to end a project after 
the Scoping Stage.

Before you begin, we recommend that you take a look at the contents 

of the module. Take a few minutes to go through each page and look at 

the headings and visuals. Try to get an overview of the module's 

content. When you are done, go to the last page of the module and 

write down a few questions you would like to have answered at the 

end of the module. We will ask you to review these questions later 

after you have worked through the content.
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Introduction to the Scoping StageIntroduction to the Scoping Stage
The first step in the ML Lifecycle is Scoping, which sets the course for the 
entire ML project. During this phase, the team carefully plans the project, often 
through a workshop, to identify the requirements of the ML system and the 
necessary project setup.

Scoping Data Engineering Modeling Deployment

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Model 

Training

Model 

Management

Deployment

Management

Monitor &

Maintain

Supporting Processes for Development (Dev) and Operations (Ops)

Software Design and Development

Planning

Exploration

Implementation

Productisa
tion

1
In this module, we will talk about the 
Scoping Stage which overlaps with the 
Planning Phase of the Project Planning 
Framework

2
During the Planning Phase, the team 
establishes the requirements of the ML 
system and sets the trajectory for the 
project
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Do some planning before diving into codingDo some planning before diving into coding
Jumping straight into coding is rarely a good idea. It might solve the wrong 
problem and create systems that later need substantial corrections. Listed 
here are a few overlooked considerations in project planning. Consider the 
potential impacts that could emerge from not addressing these issues as the 
project unfolds.

Resources

https://dl.acm.org/doi/abs/10.1145/3510003.3510209

https://arxiv.org/abs/2304.00078

Expertise

ML system

Project 
planning 

workshop

Use case 
scoping

Requirements Project plan

Data sources 
exploration

A team

Common 
knowledge

has different 

levels of

scope 

defined in

needs to establish

wants to 

develop a

supports the

discussions in the 

discusses four 

topics
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Stumbling blocks in the planning processStumbling blocks in the planning process
Look again at the planning process, especially the “Expertise” and the 
“Requirements”. Try to identify stumbling blocks for both topics that could 
hinder the planning process.

Resources

https://dl.acm.org/doi/abs/10.1145/3510003.3510209

https://arxiv.org/abs/2304.00078

2.03

Expertise

ML system

Project 
planning 

workshop

Use case 
scoping

Requirements Project plan

Data sources 
exploration

A team

Common 
knowledge

has different 

levels of

scope 

defined in

needs to establish

wants to 

develop a

supports the

discussions in the 

discusses four 

topics
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Creating common knowledge is key for project 
planning
Creating common knowledge is key for project 
planning
Fostering common knowledge within a team can minimize the impact of 
individual blind spots and promote transparency. Common knowledge is 
established when everyone on the team has reached a minimal understanding 
of each others work.

Resources

https://www.pnas.org/doi/10.1073/pnas.1905518116

Data Engineering

Damian

ML Engineering

Matthew

“I know that everyone else 
knows that ML models are 
probabilistic in nature”

Data Science 

Doris

Note: We have decreased the 
team size to three for the 
sake of comprehensibility

Common

knowledge
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Common knowledge from the perspective of the 
accountabilities
Common knowledge from the perspective of the 
accountabilities
Here are some examples of contributions to common knowledge that each 
accountability can make. Take a moment to assess your team and identify any 
missing contributions that have caused problems in your previous ML projects.

Resources

https://www.pnas.org/doi/10.1073/pnas.1905518116

2.05

Solution Architect

Samantha

“The software 
infrastructure 
imposes 
limitations on the 
tools that can be 
used for ML 
systems.”

Data Engineering

Damian

“One of the most 
time-consuming 
aspects of 
machine learning 
is accessing and 
preparing the 
data.”

Product Owning

Paige

“When specifying 
requirements, it is 
important to 
consider system 
requirements such 
as explainability and 
latency.” ML Engineering


Matthew

“Even after 
deployment, 
machine learning 
systems typically 
require significant 
resources to 
handle a long tail 
of ongoing 
maintenance and 
updates.”

Data Science 

Doris

“ML models are 
probabilistic in 
nature and may 
occasionally make 
inaccurate 
predictions.”

Data Steward

Deborah

“Data quality 
guidelines need to 
be followed within 
a use case.”



Scoping

What is your contribution to common knowledge?What is your contribution to common knowledge?
Consider your role and accountabilities within your team. What is the common 
knowledge that you should establish among team members during project 
planning?

2.06
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The four topics of the project planning documentThe four topics of the project planning document
The document as a central artifact should cover these four topics. The 
information on each topic helps the team structure and manage the rest of the 
project.

Use Case Scoping Requirements

Define the project, its 
business and customer 

value.

Define the ML and system 
requirements.

Project Plan

Define the work packages 
for each project phase.

Data Sources Exploration

Explore the existing data 
sources and assess the 5 Vs 

of Data: Velocity, Value, 
Volume, Veracity, Variety.



Scoping

Preparation checklist for a successful project 
planning workshop
Preparation checklist for a successful project 
planning workshop
To effectively plan your ML project, it's important to have some information in 
place beforehand. The following checklist outlines key considerations to review 
before your project planning meeting with your team and all relevant 
stakeholders and subject matter experts. 

2.08

Use Case Scoping Requirements

We assessed both the 
business value and 
implementation feasibility 
of the chosen use cases.

If required, we have 
assessed the regulatory 
requirements.

We have defined a list of 
requirements with all 
relevant stakeholders.

Project Plan

We've invited all necessary 
stakeholders to the 
meeting, including subject 
matter experts.

Our budget includes the 
costs after the deployment 
of the ML system.

The developer team has a 
set of coding conventions 
prepared for discussion.

Data Sources Exploration

The team put together a list 
of the data sources that 
could be used for the ML 
system.
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An exemplary timeline for a project planning 
workshop · The first half
An exemplary timeline for a project planning 
workshop · The first half
Below is an example of a planning workshop that covers the four agenda 
points. It serves as a guide for the key topics that should be addressed during 
the workshop. The specific times depend on your specific use case at hand.

2.09

Time Agenda Point Description

09:00 - 09:15 Introduction  Take a moment for a brief introduction 
round

09:15 - 09:45 Use Case 
Scoping

 Provide an overview of the ML projec
 Define the objective of the use case to be 

implemente
 Introduce the project planning document

09:45 - 10:00 Break  Take a break and recharge

10:00 - 12:00 Requirements  Select the metrics to assess the model’s 
performanc

 Establish the baseline to test the model's 
performanc

 Specify the minimum acceptable threshold 
for these metric

 Define any additional system requirements, 
such as latency and security

Try to go through the agenda items and identify which of these ideas you 
would like to implement in your next project planning workshop:



Scoping

An exemplary timeline for a project planning 
workshop · The second half

2.10

Time Agenda Point Description

12:00 - 13:00 Lunch Break  Give yourself a break and refuel with 
some food

13:00 - 14:30 Data Sources 
Exploration

 Examine the data available for the ML 
syste

 Assess its quality, accessibility, and 
potential limitations

14:30 - 15:45 Project Plan  Define how team members will be traine
 Define the project management approach 

and the project phase
 Define the higher level epics per project 

phas
 Assign the ML Accountabilities to the 

team members and color code them in 
the list of epic

 Define how new team members will be 
onboarded

15:45 - 16:00 Closing  Sum up the main points from the 
workshop and restate the following 
actions for the project

Try to go through the agenda items and identify which of these ideas 
you would like to implement in your next project planning workshop:
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Use case scopingUse case scoping
The goal of this workshop session is to define the project and its business 
implications. The product owner is responsible for defining the scope and must 
answer four key questions. If you have a use case at hand, feel free to write 
down your answers to these questions.

Product Owning

Paige

What is the project about?
What is the business value 
for this use case?

What is the customer 
value for this use case?

Is AI necessary for this use 
case?
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Requirements engineering is an effort to reduce 
the possible design space
Given the numerous requirements for each ML system, there are countless 
paths to explore. Therefore, requirements engineering aims to narrow down the 
possible design space to the actual design space. Establishing well-defined 
requirements supports the team in determining the desired type of ML system 
to be developed.

Resources

https://www.neverletdown.net/2010/09/exploring-design-space.html

Regulatory Requirements

“We need to comply to
 the EU AI Act”

ML Requirements
“Our model should not have a  


false positive rate higher than 0.1”

System Requirements

“The model should operate 

smoothly o
n a single-core 3 

GHz CPU with 8 GB Ram”Business Requirements“Our model should decrease time to diagnosis by 10%”

Actual 
Design Space

1
The pale green box shows 
the entire range of design 
possibilities, which includes 
all the potential directions 
the ML system could take

3
Undefined requirements 
grant the development 
team unwanted degrees 
of freedom 

4
A good design space 
includes requirements 
that go beyond technical 
requirements, such as 
system, business, and 
regulatory requirements

2
The product owner's role is to 
narrow down the design options 
so that they can be put into 
action and match the business 
goal
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A list of overlooked requirementsA list of overlooked requirements
Take a look at the list of requirements that are often overlooked during the 
planning of ML projects. Use them as inspiration for an upcoming project. 
Remember that your team will only focus on implementing a few of these 
requirements. We have arranged the requirements in alphabetical order.

Resources

https://arxiv.org/pdf/2203.11063.pdf

https://link.springer.com/article/10.1007/s00766-022-00395-3

Auto-scaling Auto-scaling refers to the dynamic adjustment of 
computational resources to match the changing demands of 
a model, guaranteeing optimal performance and resource 
use.

Completeness An indication of the comprehensiveness of available data, 
as a proportion of the entire dataset, to address specific 
information requirements.

Explainability The extent to which the mechanics of an ML-supported 
system can be explained in human terms, both the internal 
processes and the outcomes of the ML system.

Fairness The ability of a system to operate in a fair and unbiased 
manner.

Integrity The ability to make sure that data is real, accurate, and 
safeguarded from unauthorized modification.

Privacy An algorithm is private if an observer examining the output 
is not able to determine whether a specific individual’s 
information was used in the computation.

Reliability The probability of the software performing without failure 
for a specific number of uses or amount of time.

continues on 

next page
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A list of overlooked requirements

Resources

https://arxiv.org/pdf/2203.11063.pdf

https://link.springer.com/article/10.1007/s00766-022-00395-3

Reproducibility One can repeatedly run your algorithm on certain 
datasets and obtain the same (or similar) results. Also, 
each phase of data processing, model training, and 
model deployment should produce identical results for 
the same input.

Safety The absence of failures or conditions that render a 
system dangerous.

Security Security measures ensure a system’s safety against 
espionage or sabotage.

Traceability The ability to trace every asset in an ML project across 
the development lifecycle, for example through lineage.

Transparency The extent to which a human user can infer why the 
system made a particular decision or produced a 
particular externally-visible behavior.

Trust A trusted system is one relied upon to enforce a specific 
security policy. It involves the capability to demonstrate 
the correctness or reasonableness of the output from an 
ML-enabled system.
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Optimizing your requirementsOptimizing your requirements
Pause for a moment and reevaluate one of your recent ML projects. Compare 
the requirements you set for that project with the ones discussed on the 
previous pages. Try to identify any requirements that would have been 
advantageous to include.

2.15
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Data sources explorationData sources exploration
The goal of this workshop session is to get clarification about the datasets 
relevant for the use case and its quality and scope.

Description of the 
dataset:

Data Format:

e.g. csv, txt, parquet

How is this dataset 
relevant to the 

current use case?

High

Medium

Low

How easy is it to 
acquire the data?

Easy

Medium

Hard

How much data 
do we have?

< 1 million rows

< 10 million rows

> 10 million rows

What is the velocity 
of the data?

Static

Batch

Stream

Which columns are useful for creating labels or features?

Data Science 

Doris

Data Engineering

Damian

Lead this 
section of the 

workshop

Data Steward

Deborah

Consults 

them

Describe each

dataset by 


these criteria
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Model implementation detailsModel implementation details
Once you have identified and described your data sources, you can determine 
the key features of the models your team intends to build.

What are the inputs 
and outputs of the 
model?

What is the learning type?

Supervised

Unsupervised

Reinforcement learning

Is the solution 
known?

Yes, easy to replicate

Yes, hard to replicate

No

What is the size of the model?

Small (Baseline)

Pre-trained

Large

Rule-based

What are the evaluation metrics? Summary

Data Science 

Doris

Lead this 
section of the 

workshop

Solution Architect

Samantha
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Project planning is epic planningProject planning is epic planning
The goal of the project plan session is to define the high level activities (epics) 
that need to take place per project phase.

Planning

Exploration

Implementation

Productisa
tion

Quality gate Quality gate Quality gate

Product Owning

Paige

Data Steward

Deborah

Data Science 

Doris

Data Engineering

Damian

Solution Architect

Samantha

ML Engineering

Matthew

Epic 1

Epic 2

Epic 3

Epic ...

Epic 4

Epic 5

Epic 5

Epic ...

Epic 6

Epic 7

Epic 8

Epic ...

1
During the Planning Phase, 
the team defines high-level 
epics for the remaining 
project phases

2
Epics are color-
coded based on 
their account-
ability
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Project planning · The quality gates for the 
Planning and Exploration Phase
Project planning · The quality gates for the 
Planning and Exploration Phase
This page and the following describe a few key quality checks for the Planning, 
Exploration, and Implementation Phase. Use them as a guide for your next 
project.

Planning Exploration

We have a committed team 
with a shared understanding 
of the system's purpose.

We have clearly defined 
metrics in place to measure 
progress and success.

We have access to enough 
data for testing optimization 
and data-dependent goals.

We have a comprehensive list 
of requirements/user stories 
for our epics.

We have set stop-criteria 
that determine when the 
project can move beyond the 
Exploration Phase.

We have identified several 
promising ways to achieve 
our optimization and data-
dependent goals. These paths 
adhere to all technical 
requirements.

We have an infrastructure 
and technology stack that 
supports continuous 
iterations.

We have a clear plan for 
acquiring and handling the 
necessary data, if needed.

We have a well-defined list of 
features to implement, along 
with estimates or validations 
of their optimization 
potential.

We have a functional 
development setup that 
fosters smooth 
communication and 
collaboration between 
developers and technical 
stakeholders.
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Project planning · The quality gates for the 
Implementation Phase

2.20

Implementation

We have conducted extensive 
research and a deep dive into 
the candidate solutions, 
enabling us to evaluate if 
their optimized performance 
will meet the given 
requirements.

We have developed a refined 
backlog for the 
Productisation Phase 
encompassing estimates or 
validations of optimization 
goals for each item.

We have implemented a 
running development setup 
that promotes seamless 
communication and 
collaboration between 
developers and technical 
stakeholders.

We have established an 
infrastructure and technology 
stack that adheres to best 
practices throughout the ML 
Lifecycle, facilitating 
continuous integration and 
development of ML Models.

We have assessed the 
probability of success during 
the Productisation Phase and 
determined the level of risk 
involved. Moreover, we have 
provided recommendations 
to the production 
architecture that best 
satisfies the requirements of 
the project.



Scoping

The planning quality gateThe planning quality gate
A quality gate serves as a midway assessment to determine whether it is 
justifiable to continue with the project. Consider the transition from the 
Planning Phase to the Exploration Phase and come up with a few reasons it 
might not be reasonable to proceed from Planning to Exploration.

2.21

Planning

Exploration

Quality gate

In this phase defines the 
project for the selected use 
case and the epics to be 
implemented in each 
project phase

In this phase, the team 
explores the feasibility of 
the project based on a 
small dataset with a 
baseline model

There is not enough data 
and it is unlikely more 
data can be generated.

The use case is not 
valuable in terms of its 
business value.

Based on these 
two reasons, 
try to come up 
with your own
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Practical recommendationsPractical recommendations
If you're uncertain about what to do next, consider these practical 
recommendations.

Define clear quality gates to facilitate the decision-
making process for progressing to the next project 
phase. These quality gates must be highly specific, 
aligning with the nature of each respective gate, such 
as focusing on data preparation during the 
Exploration Phase.

Prepare a list of requirements that go beyond 
functional aspects such as accuracy. Take careful 
consideration of the requirements that should be in 
place by the end of the Productisation Phase.

To improve collaboration within the team, it is  
crucial to establish a minimum level of common 
understanding regarding developing ML systems at 
the project's outset. Make sure that perspectives 
from each accountability are known to everyone on 
the team.

Create and share a document containing the project 
workshop results with all stakeholders to ensure 
transparency, alignment, and informed decision-
making. A typical format for the document is a 
(digital) whiteboard.
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Self-assessment of comprehensionSelf-assessment of comprehension
Take a moment to answer the following questions about the content covered 
in this module. Keep in mind that there's only one correct answer for each 
question.

2.23

1. What is the primary purpose of the Planning Phase?

A) A notebook that discusses the data's potential for the ML 
model.

B) Specific use cases that are implemented for the ML project.

C) A shared document describing the project's scope, its 
requirements, data sources, and epics.

2. What topics should be discussed in the project planning 
workshop?

A) The business value and feasibility of the use cases; the 
requirements for the ML system; the data sources for the 
use cases.

B) The requirements for the ML system; the implementation 
plan; the data sources.

C) The data sources; the implementation plan; the algorithms 
for the ML model.

3. What is common knowledge?

A) Knowledge that only one team member has.

B) Knowledge that every individual in the team has.

C) Knowledge that every individual in the team has and 
knowledge about the knowledge of all team members.

4. What is the meaning of the word scoping?

A) The process of defining the boundaries or extent of a 
project.

B) The act of examining a project for potential risks and 
hazards.

C) The process of tracking a project's progress and status.
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5. Under which circumstances should the concept of the false 
negative rate be common knowledge within a team: “The false 
negative rate is the proportion of positive cases that are 
incorrectly identified as negative among all positive cases”

A) When developing a sentiment analysis model for social 
media monitoring, missing negative comments can lead to 
negative consequences for a brand's reputation.

B) When training a spam detection model, failing to identify all 
spam emails can lead to the user missing important 
messages.

C) When developing a diagnostic model where detecting all 
positive cases is critical to avoid misdiagnosis and harm to 
patients.

6. How long is the Planning Phase usually?

A) 1 to 3 weeks

B) A few days

C) 2 to 5 weeks
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7. Which of the following examples is a sufficient reason for ending 
the project after the Planning Phase?

A) It is impossible to judge if the use case will make it into 
production.

B) There is a lack of clarity about the specific requirements for 
the ML system to be developed.

C) The model's current accuracy is 60%; we are not sure if we 
can optimize to 90%.

8. Which of the following activities should be done before the 
planning workshop takes place?

A) The metric(s) against which the model will be evaluated 
should be defined.

B) An overview of the relevant data sources should be created.

C) The duration of the project phases should be defined.

9. Try to assign the following contribution to common knowledge to 
the appropriate accountability: “Model performance and accuracy 
can deteriorate over time, necessitating continuous monitoring 
and periodic retraining of machine learning systems.”

A) ML engineer

B) Software engineer

C) Data engineering



Overview of MLOPs

Module reviewModule review
Each module begins and ends with this page. At the beginning of the module, 
we asked you to write down some questions that you would like answered at 
the end. Once you have written down these questions and worked through the 
content, take some time to look at the questions again and explain the 
answers to yourself.
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data engineering

Intended learning objectivesIntended learning objectives
In this module, our focus is on improving data management. We'll start by 
understanding different data architectures for storing data, then discuss 
choosing between ELT and ETL patterns. We'll also see how to ensure data 
quality while ingesting it and how versioning helps with reproducibility. Lastly, 
we'll explore data catalogs and data lineage, which bring transparency to data 
within the organization.

3.00

By the end of this module, you will have developed the following 
proficiencies:

Describe the core idea of the data architectures data warehouse, data 
lake, and data lakehouse.

Differentiate Extract, Transform, Load (ETL) from Extract, Load, 
Transform (ELT).

Describe the three types of data versioning architectures.

Explain the need for data quality checks in data engineering.

Name the benefits of a data catalog from the perspective of the ML 
Accountabilities.

Describe how data catalogs and data lineage improve communication 
about data within an organization.

Before you begin, we recommend that you take a look at the contents 
of the module. Take a few minutes to go through each page and look at 
the headings and visuals. Try to get an overview of the module's 
content. When you are done, go to the last page of the module and 
write down a few questions you would like to have answered at the 
end of the module. We will ask you to review these questions later 
after you have worked through the content.
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Introduction to the Data Engineering StageIntroduction to the Data Engineering Stage
The main goals of data engineering are: preparing your data for modeling and 
managing it in a way that follows the ML Principles

2
Data scientists and data 
engineers dedicate a 
substantial portion of their 
time to data engineering

Data management activities 
run in parallel with data 
ingestion and data 
preparation

4

M
o
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e l i n g

Modeling Deployment
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o
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e l i n g

Da t a
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Data EngineeringScoping

Data 

Ingestion

Data 

Preparation

Data

Management

Data engineering has 
three phases

3

Even though we usually see data 
engineering as a separate step, it's  

closely connected to modeling

1
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The goals of the three Data Engineering Phases The goals of the three Data Engineering Phases 
Below you can find a breakdown of the key goals of each Data Engineering 
Phase.

Data 

Ingestion

Data 

Preparation

Data

Management

1
Move data into your 
storage system

2
Process and manipulate 
data to create features 
for training ML models

3
Develop a team process that keeps 
track of your data’s progress and make 
sure you follow the ML Principles



Data Engineering

Typical challenges in data engineeringTypical challenges in data engineering
Take a look at the common challenges that often arise during the Data 
Engineering Stage. Assess whether you came across any of these challenges in 
your own work.

Resources

https://link.springer.com/article/10.1007/s10664-021-09993-1

https://arxiv.org/pdf/2007.14130.pdf

3.03

The data is not available on 
a shared infrastructure.

Different people have 
different access rights to 
the data.

Intermediate datasets can’t 
be reproduced.

Debugging errors in the data 
processing is time 
consuming.

A lot of datasets are not 
searchable or not findable.

It is challenging to find out 
if a dataset can be used.

Data documentation is not 
comprehensive enough to 
understand the data.

The data team does not get 
enough time with people 
who know the data to gain a 
thorough understanding of 
it.

The quality of datasets is 
not automatically checked.

It is not possible to easily 
reproduce previously used 
datasets.
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The lifecycle of dataThe lifecycle of data
To avoid most of these challenges, data should go through a series of lifecycle 
activities that each solve a different type of challenge. The following is the 
data engineering workflow we are going to discuss in the pages ahead.

Data

Data architecture 
(e.g. Data lake)

Data preparation

ingested 

into

ingested 

into

data accessed for

used for

Extract, Load, 
Transform (ELT) path

Extract, Transform, 
Load (ETL) path

Data versioning

to account for 

changes over time

Data quality checks Data catalog / 

Data lineage

to ensure 

quality of

to communicate 
information about
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Data architectures: data lake, data warehouse, and 
data lakehouse
Data architectures: data lake, data warehouse, and 
data lakehouse
When managing data, your company or department needs to make informed 
choices about the data architecture that will be used for data storage. 
Generally, three architectures can be discerned. Read the brief descriptions of 
each and make note of any new features and differences between the 
architectures that you want to remember.

Resources

https://www.databricks.com/blog/2020/01/30/what-is-a-data-lakehouse.html

3.05

Data lake



A data lake is a 
scalable storage 
system that houses 
raw data in a variety 
of formats: 
structured, semi-
structured, and 
unstructured data, 
supporting 
exploratory analytics.

Data warehouse



A data warehouse is 
a centralized 
repository that 
stores structured 
data, allowing for 
efficient querying 
and analysis.

Data lakehouse



A data lakehouse 
integrates structured 
and unstructured 
data in a unified 
platform, enabling 
comprehensive 
analytics and 
decision-making 
with querying 
capabilities.
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ELT and ETL ELT and ETL 
When selecting a data architecture, your team should also consider whether an 
ELT or ETL approach to data preparation is needed. Both concepts refer to 
when the data in your workflow undergoes transformations. There are no 
definite right or wrong answers, but certain approaches may work better for 
specific use cases.

Extract is the same

in ETL and ELT

these two steps

are swapped

ETL

Extract

Extract data from 
its source (e.g. 
database or API)

Transform

Transform the data 
using data 
preparation steps

Load

Load the data into 
the target store 
(e.g. Data 
Warehouse)

ELT

Extract

Extract data from 
its source (e.g. 
database or API)

Load

Load the data into 
the target store 
(e.g. Data Lake)

Transform

Transform the data 
using data 
preparation steps



Data Engineering

ELT/ETL decision boundariesELT/ETL decision boundaries
Take a look at the decision trees provided below. Each tree has a node and two 
edges. Your task is to figure out which pattern (ETL or ELT) fits best with each 
tree.

3.07

There is a need to reproduce 
the results of your data 
preparation steps

yes no

There is a need to reproduce 
your models

You have limited storage 
capacity for your data

We have control of the data 
source

yes no

yes no yes no
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Why versioning data is different from versioning 
code
Why versioning data is different from versioning 
code
Once you have your data architecture in place and have decided between ELT 
or ETL, it's crucial to track the versions of the data. Many developers try to 
understand data versioning by comparing it to code versioning like Git. 
Although they share similarities, data versioning is different than code 
versioning. Below are three aspects in which data versioning and code 
versioning differ.

1
Data versioning tools deal with 
larger file sizes compared to 
code versioning tools (only text)

There is a lack of 
standardized data 

versioning tools compared 
to code versioning

2 3
Data versioning tools 

work with more 
different file types than 
code versioning tools

Code versioning Data versioning
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Types of data versioning toolsTypes of data versioning tools
When choosing a data versioning tool, it's essential to think about how the tool 
works under the hood. Ignoring this aspect could lead to problems later, like 
limited storage space and increased latency.

Data versioning

Git Pattern

architecture

(e.g. DVC, 
lakeFS,

Quilt)

Multi-hop layer

architecture

(e.g. DeltaLake,

Apache Iceberg)

Potential other

architectures

These tools transfer 
the concepts of Git 
version control from 
code to data. They 
take snapshots of 
your data whenever 
there are changes 
you want to keep. 
These snapshots are 
called commits and 
store a list of all the 
saved changes.

These tools create 
data versions per 
hop. A hop is a 
“layer” of the data 
such as raw datasets, 
intermediate datasets 
or final datasets. 
Versions of data are 
stored inside a hub 
and only the delta of 
the changes are 
saved.

New data versioning 
tools are released 
frequently. It is likely 
that more 
architectures will 
develop over time.
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Numerous ways to evaluate data qualityNumerous ways to evaluate data quality
Using data versioning tools alone won't solve data quality issues. Data quality 
refers to the reliability and accuracy of the data used to train and test models. 
It guarantees that the data is clean and error-free, leading to better and more 
trustworthy predictions. With this definition, try to name a few ways to verify 
data quality.

3.10

Validate that 
numerical values fall 
within predefined 
ranges.

Make sure that 
specific columns 
should not have any 
null (missing) values.

Based on these 
two answers, 
try to come up 
with your own
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The two perspectives on data quality · Using and 
providing data
The two perspectives on data quality · Using and 
providing data
Poor data quality directly impacts the quality of your models. It's really 
important to have good data quality, not just for data scientists, but also if 
your team shares the data with others in the organization.

Data Quality

The Data User 
Perspective

The Data Provider 
Perspective

Preparing and managing data for a specific use case 

Sharing the prepared data within the organization

Make sure your 
data adheres to 
relevant 
standards and 
regulations.

Making data 
available via a 
data catalog, for 
example, triggers 
discussions about 
data quality.

Find and fix data 
problems early to 
save time and 
effort that would 
be wasted on 
flawed analyses.

Support 
reproducibility, 
allowing others to 
validate and 
replicate analyses 
with confidence.

Use data quality 
checks to create 
trust in ML 
systems.

Flag potential 
issues in the 
data, saving time, 
and helping other 
data scientists.
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The benefits of data communication toolsThe benefits of data communication tools
As your team prepares the data and uses it for ML models, communication 
becomes increasingly important in the data lifecycle. You have to share  
information about your data with data users, preferably throughout the 
organization. The most effective way to achieve this is by using data 
communication tools.

Data providers Data users

Data Communication Tools

Data catalog

Data lineage

1
Provide information about 
data to the data 
communication tools

Pulls information about 
the data from the data 

communication tools

2

3
In theory, team members could talk to each 
other directly to share information about 
data. But, this method is not practical for 
larger teams, and it can only benefit a small 
number of people at once, hence creating a 
silo
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Seamless communication about data through a 
data catalog
Seamless communication about data through a 
data catalog
A data catalog is like a one-stop hub that shows you all your data, no matter 
where it's stored. It helps you see and find your data more easily within your 
organization, making it simpler to discover and manage your data effectively.

Data catalog

Organization-
wide view of all 

data assets

Dataset 1 Dataset 2 Dataset ...

Data Science 

Doris

Data Science 

Doris

Everyone who creates 
data updates the data 
catalog with metadata

Data consumers can see information 
about the data and add more metadata 

to the data catalog

Data Steward

Deborah

Product Owning

Paige

Data Science 

Doris

ML Engineering

Matthew
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What a data catalog provides and doesn’t provideWhat a data catalog provides and doesn’t provide
It's essential to define the boundaries of data catalogs and understand what 
they can and cannot offer. Try to describe these boundaries. 

3.14

A data catalog provides ...

A data catalog does not provide ...
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Benefits of a data catalog from the perspective of 
the data steward
Benefits of a data catalog from the perspective of 
the data steward
A data catalog is beneficial for data governance, which involves managing and 
controlling an organization's data. Data stewards use a data catalog to answer 
important questions about the organization's data. Try to name some of these 
questions that data stewards can answer with data catalogs.

3.15

Data Steward

Deborah
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Inspecting data preparation · Data lineageInspecting data preparation · Data lineage
Data lineage is a way to track and trace the data's journey. It shows where the 
data originated, how it was transformed along the way, and where it ends up 
being used. This comprehensive view allows you to understand the data's 
journey from start to finish. Try to describe which accountabilities profit from a 
data lineage view and why.

3.16

Read dataset 1 

 from database

Read dataset 2

from database

Join both

datasets

Clean column

names

...

A simplified data lineage view

How do accountabilities profit from looking 
into the lineage of data?
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Practical recommendationsPractical recommendations
If you're uncertain about what to do next, consider these practical 
recommendations.

Data catalogs and data lineage are tools for 
communication. They help solve the problem of 
sharing information about the ML system with others. 
But for them to work well, your team needs to 
contribute the metadata of your data to the data 
catalog. 

Make sure to talk openly with your team and 
company about your data architectures and how you 
process data (ETL/ELT patterns). Doing this will help 
you build ML systems more effectively while also 
following the ML Principles.

Keep in mind that there are different tools for 
versioning data, and each one works best for specific 
situations. When choosing a data versioning system, 
consider the features of these tools and their 
suitability for your use case.



Data Engineering

Self-assessment of comprehensionSelf-assessment of comprehension
Take a moment to answer the following questions about the content covered 
in this module. Keep in mind that there's only one correct answer for each 
question.

3.18

1. What is the difference between data lineage and data versioning?

A) Data lineage provides a Git-like functionality for creating 
multiple branches of data for experiments, while data 
versioning creates snapshots of data over time.

B) Data lineage tracks the flow and transformations of data, 
while data versioning tools are packaging tools that version 
the data being shipped to the user. 

C) Data lineage tracks the flow of data, while data versioning 
manages different versions of data.

2. Which of the following analogies best describes the function of a 
data catalog?

A) A data catalog is like a cooking recipe book, providing step-
by-step instructions for data analysis.

B) A data catalog is like a library catalog, organizing and 
categorizing data assets for easy discovery and retrieval.

C) A data catalog is like a weather forecast, predicting future 
trends and patterns in data usage.

3. How does the Git-Pattern architecture for data versioning differ 
from the Multi-Hop Architecture?

A) Multi-Hop architectures version data per step in the data 
pipeline (e.g. raw data, intermediate data). Git-Pattern 
architectures, however, version data on the directory and file 
level with commits inside branches.

B) Multi-Hop architectures use databases as their foundation, 
whereas Git-Pattern architectures are built on Git 
repositories.

C) Multi-Hop architectures do two things at once: they keep 
track of data lineage and also handle data versioning. In 
contrast, Git-Pattern architectures are specifically designed 
for data versioning, focusing solely on that aspect.
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Self-assessment of comprehension3.19

4. How do data catalogs and data lineage help teams communicate 
about data in different ways?

A) Data catalogs store data in a centralized repository that 
anyone can access, while data lineage describes how the 
data got into the repository.

B) Data catalogs provide a method for indirectly accessing data 
outside your team, while data lineage allows you to see who 
downloaded the data.

C) Data catalogs provide metadata that describes the various 
datasets in an organization, while data lineage describes 
where the data originated and how it was changed.

5. Which of the following scenarios is best suited for an ELT 
pattern?

A) When the columns of your data won’t change

B) When you need to reproduce your ML models

C) When your teamm needs to generate up-to-date reports and 
analysis using standard benchmarks on relational data. 

6. Which of the following is a feature of a Data Lake?

A) It follows an ETL pattern

B) It stores structured, unstructured and semi-structured data

C) It only stores structured data

7. Which of the following features distinguishes a Data Lakehouse 
from a Data Lake?

A) Support of data queries via structured query language 

B) Storage of raw, untransformed data

C) It allows for ELT 
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Module reviewModule review
Each module begins and ends with this page. At the beginning of the module, 
we asked you to write down some questions that you would like answered at 
the end. Once you have written down these questions and worked through the 
content, take some time to look at the questions again and explain the 
answers to yourself.

3.20
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Modeling

Intended learning objectivesIntended learning objectives
In this module, our main focus lies in improving Model Management. We will 
delve into the components of machine learning experiments, highlighting the 
differentiation between model versioning and experiment tracking. 
Furthermore, we'll explore how a model registry can facilitate the promotion of 
your models to production. Additionally, we'll discuss how model registries and 
model versioning support collaboration, and provide insights into structuring 
model management within your project setup.

4.00

By the end of this module, you will have developed the following 
proficiencies:

Name the key components of an ML experiment.

Differentiate between model versioning and experiment tracking.

Identify and name the different areas of a model registry.

Explain the collaboration between data scientists and ML engineers 
during the Modeling Stage.

Describe the need for auto-scaling in the context of training ML models.

Explain the process by which your team could determine when to 
prioritize Model Management throughout the project.

Before you begin, we recommend that you take a look at the contents 
of the module. Take a few minutes to go through each page and look at 
the headings and visuals. Try to get an overview of the module's 
content. When you are done, go to the last page of the module and 
write down a few questions you would like to have answered at the 
end of the module. We will ask you to review these questions later 
after you have worked through the content.
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Introduction to the Modeling StageIntroduction to the Modeling Stage
The main aim of modeling is to build a machine learning model that fulfills the 
system requirements. This stage includes a Model Management Phase, which 
promotes smooth collaboration among team members and makes sure the 
models can be reproduced and inspected.

Scoping Data Engineering Modeling Deployment

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Model

Training

Model

Management

Deployment

Management

Monitor &

Maintain

M
o
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e
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Modeling Deployment
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o
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e
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Data EngineeringScoping

2
Modeling has two phases than can 
happen in parallel
 Model Trainin
 Model Management

1
Since the ML Lifecycle is cyclic in 
nature, developers often find 
themselves multitasking between the 
Data Engineering and Modeling Stages
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The lifecycle of modelsThe lifecycle of models
The biggest challenge in modeling is managing and making sense of the many 
models that are created at that stage. The following concept map outlines how 
Model Management can help you in this stage.

Data Science 

Doris

creates

creates a 
challenge 
for

Hundreds of 
experiments

Reproducibility/
Collaboration

Model 
management

Model 
versioning

Model 

registry

Auto-

scaling

is supported by

such as

helps to keep a 
history of the 
models created

supports the 
team in 
promoting models 
to production

makes sure that 
computing resources 
for training models are 
dynamically scaled up 
and down
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Components of an ML experimentComponents of an ML experiment
The term experiment often goes together with the concept of modeling. An 
experiment includes both the inputs and the outputs of a machine learning 
model. Your task is to find the parts of an experiment. We've already given you 
two to start with.

4.03

The model 
architecture (e.g. 
linear regression).

The metrics of 

the model.
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Experiment tracking and model versioningExperiment tracking and model versioning
There are two methods to handle experiments: model versioning and 
experiment tracking. Even though the terms experiment tracking and model 
versioning are often used interchangeably, they have different meanings.

Experiment tracking



Refers to process of recording 
information for an individual 
experiment. The output is a 
model version.

1

2

3

...

Time Duration Source Metrics ...

... ... ... ...

2023-05-02 10 min

12 min

9 min

2023-04-30

Users/aai... rmse = 0.76

rmse = 0.72

rmse = 0.78

Users/aai...

Users/aai...2023-04-27

Model versioning



Refers to the process of 
maintaining a history of 
models over time.
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Questions you can answer with experiment 
tracking and model versioning
Questions you can answer with experiment 
tracking and model versioning
With experiment tracking and model versioning your team can answer a heap 
of questions more efficiently. Try to name one question for each accountability 
that can be answered with experiment tracking and model versioning.

4.05

Data Science 

Doris

Data Steward

Deborah

Product Owning

Paige
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A model registry supports promoting models to 
production
A model registry supports promoting models to 
production
The goal of a model registry is to seamlessly enable the promotion and 
governance of models for the ML team. The registry is a store where all the 
models and their versions can be stored.

Resources

https://neptune.ai/blog/model-registry-makes-mlops-work

Dev 

Area

Staging 

Area

Production 

Area

Archive

All the models 
that are being 
developed but 
are not ready 
for production.

Models that are 
ready to be 
used for 
production and 
a Sandbox to 
test the models 
and their 
performance.

Models that are 
in live in 
production.

Models that 
have been used 
in the past.

1
A model registry 
typically has four 
areas

2
The goal of a model registry 
is to promote models into 
production



Modeling

The need for auto-scalingThe need for auto-scaling
Auto-scaling allows ML systems to adapt to varying workloads and handle 
increased demand effectively. By automatically scaling up or down the 
available computing resources, ML systems can maintain optimal performance 
and efficiency. Here's an example of what could happen if teams don't use 
Auto Scaling. Try to describe the issues with performance and flexibility that 
come up in this situation.

4.07

Other ML team

Single on-premise machine

Multiple experiments

uses same

on the same

run

Issues with Flexibility

Issues with PerformanceDevelopers
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In model management collaboration is facilitated 
through an interface
In model management collaboration is facilitated 
through an interface
In the Modeling Stage, Data Science and ML Engineering are the main 
accountabilities. In smaller teams, one person often performs both 
accountabilities. Model Management is essentially an attempt to create an 
interface through which both accountabilities can exchange information about 
their models.

Data Science 

Doris

ML Engineering

Matthew

Interface 

(e.g. model registry, 

model versioning)

1
Provides the model and 
information about the 
model to an interface

2
Pulls information about 
the models from the 
interface

3
The data scientist and the ML engineer 
could talk directly to each other and 
share information about their models. 
This approach, however, would be 
inefficient and undermine the principle 
of scalability and reproducibility



Modeling

How data scientists can collaborate with ML 
engineers through the interface
How data scientists can collaborate with ML 
engineers through the interface
Data scientists are responsible not only for versioning the models, but also for 
adding relevant information about the models to the model versioning system. 
Try to find out what information data scientists can add to the interface to 
help ML engineers perform their tasks effectively.

4.09
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Model management becomes more important as 
the project progresses
Model management becomes more important as 
the project progresses
As the project advances, an increasing amount of time is dedicated to Model 
Management. Additionally, there emerges a growing necessity to document 
information about the experiments and establish effective processes for 
serving models.

Planning

Exploration

Implementation

Productisa
tion

AI-Engineering

Software-Engineering  

Risk and uncertainty

In the Implementation Phase, 
the interface (e.g. data datalog) 

helps data scientists and ML 
engineers quickly share 

information about the models

2

1
It's a good practice to invest in 
Model Management during the 
early stages of Exploration if you 
can
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How model management supports the deliverables 
of the Exploration Phase
How model management supports the deliverables 
of the Exploration Phase
An important part of Model Management is keeping a record of information 
about the models that have been trained. This information is crucial for the 
quality gate at the end of the Exploration and Implementation Phase. Here you 
can see two quality gates for the Exploration Phase. Try to describe how the 
Model Management supports these quality gates.
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Planning

Exploration

Implementation

Productisa
tion

Quality gate Quality gate Quality gate

We have identified several 
promising ways to achieve our 
optimization and model-
dependent goals. These paths 
adhere to all technical 
requirements.

We have a functional 
development setup that 
fosters smooth 
communication and 
collaboration between 
developers and technical 
stakeholders.
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Practical recommendationsPractical recommendations
If you're uncertain about what to do next, consider these practical 
recommendations.

With your team, choose when it's best to concentrate 
on Model Management during the project. In some 
cases, you can set up basic Model Management 
during the Exploration Phase, while for other use 
cases, the focus on Model Management should be 
during the Implementation Phase.

Model Management is not just about technology. If 
your data scientists aren't giving the model version 
system the right information and aren't clearly 
promoting models in the model registry, it will impact 
the efficiency of Model Management. Make sure your 
team is aware of this.

Setting up auto-scaling is quite fast since major 
cloud providers offer this feature. Talk to your IT team 
about how your computing needs will change during 
the project, and decide if auto-scaling is necessary.
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Self-assessment of comprehensionSelf-assessment of comprehension
Take a moment to answer the following questions about the content covered 
in this module. Keep in mind that there's only one correct answer for each 
question.

4.13

1. What is the difference between experiment tracking and model 
versioning?

A) Experiment tracking involves keeping records on the 
experiments simultaneously, while model versioning focuses 
on maintaining a record of changes made to a model over 
time.

B) Experiment tracking refers to the process of monitoring the 
progress of a single experiment and recording its outcomes 
and conclusions, while model versioning is the practice of 
organizing and managing datasets within a single 
experiment.

C) Experiment tracking describes the process of tracking the 
information of a single experiment, whereas model 
versioning is the process of tracking multiple experiments 
over time.

2. During the handover process in the Modeling Stage, which two 
accountabilities are crucial?

A) Data scientist and ML engineer

B) Data engineer and ML engineer

C) Data scientist and solution architect

3. Name the typical four areas of a model registry

A) Development, Production, Archive, Staging

B) Testing, Production, Archive, Staging

C) Development, Local, Archive, Staging
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Self-assessment of comprehension4.14

4. Which of the following components is not part of an experiment 
in the Modeling Stage?

A) The hyperparameters

B) The output logs

C) The parquet data file

5. Your product owner wants to have a look at the models that are 
currently in production at any given time. Which of the methods 
discussed would solve this problem?

A) Experiment tracking

B) Auto-scaling

C) Model registry

6. What is the key problem that is being solved through auto-
scaling?

A) The system provides the ability to allocate additional 
resources based on the workload, providing flexibility for 
scaling up or down resources in response to demand 
fluctuations.

B) The system automatically organizes tasks among multiple 
team members and maximizes task completion to ensure 
efficient model training.

C) The system enables developers to train multiple models 
concurrently, evaluating them against one another to 
identify the model with the most favorable metrics.
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7. What is the most important quality gate that needs to be 
considered in terms of modeling to move from Implementation to 
Production?

A) The model performance fulfils the requirements.

B) An infrastructure is in place that is capable of continued 
iterations.

C) The team has a well-defined list of features to implement, 
along with estimates or validations of their optimization 
potential.

8. Which of the following analogies best describes the function of a 
model registry?

A) A model registry is like a coat rack for storing models.

B) A model registry is like a playground for testing models.

C) A model registry is like version control, but for machine 
learning models.

9. What is the main benefit of a model registry for data scientists 
and ML engineers?

A) One of the key benefits of having a model registry for data 
scientists and ML engineers is that it provides them with 
virtually unlimited storage capacity for their models. This 
ensures that they never have to worry about running out of 
space, even when dealing with large and complex models.

B) The model registry offers a platform for data scientists and 
ML engineers to create experiments, simplifying the process 
of iterating on model building.

C) A model registry facilitates collaboration among data 
scientists and ML engineers, allowing them to store and 
manage models in a centralized repository. It promotes 
reproducibility by preserving model versions and tracking 
deployment state (staging, production, archive), enabling 
researchers to replicate experiments and compare results.
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Module reviewModule review
Each module begins and ends with this page. At the beginning of the module, 
we asked you to write down some questions that you would like answered at 
the end. Once you have written down these questions and worked through the 
content, take some time to look at the questions again and explain the 
answers to yourself.
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Intended learning objectivesIntended learning objectives
This module is dedicated to improving your deployment practices. We will look 
at the various ways ML models can be deployed. We will also explore the many 
ways in which ML models can become obsolete after they have been put into 
production.

5.00

By the end of this module, you will have developed the following 
proficiencies:

Explain the function of an inference pipeline.

Explain three model serving patterns model-as-a-dependency, model-as-
a-service, and precompute-service-pattern.

Explain three deployment strategies A/B testing, multi-armed bandit, and 
shadow deployment.

Select the most suitable deployment strategies and model service 
patterns for fictional scenarios.

Explain the concepts of data drift, covariate shift, label shift, and 
concept drift; and the types of concept drift.

Name at least two metrics used for system monitoring.

Before you begin, we recommend that you take a look at the contents 
of the module. Take a few minutes to go through each page and look at 
the headings and visuals. Try to get an overview of the module's 
content. When you are done, go to the last page of the module and 
write down a few questions you would like to have answered at the 
end of the module. We will ask you to review these questions later 
after you have worked through the content.
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Introduction to the Deployment StageIntroduction to the Deployment Stage
The goal of the Deployment Stage is to put machine learning models into 
production and to monitor their status in the production environment.

Scoping Data Engineering Modeling Deployment

Project

Planning

Data 

Ingestion

Data 

Preparation

Data

Management

Model

Training

Model

Management

Deployment

Management

Monitor &

Maintain

Planning

Exploration

Implementation

Productisa
tion

Deployment has two phases
 Deployment Managemen
 Monitor & Maintain

2

1
The Productisation Phase and 
the Deployment Stage have a 
big overlap, and they can involve 
the same activities at times
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Overview of the deployment processOverview of the deployment process
The Deployment process consists of several steps aimed at seamlessly 
promoting the model into the production environment. Model serving patterns 
are used so that the model can be accessed through the right medium 
depending on the particular use case. Deployment strategies are implemented 
to mitigate the potential risks associated with the introduction of a new 
model, while monitoring tools provide developers with insights into the 
performance of the models in the production environment.

New 

model

Old 

model

Model serving 
patterns

Deployment 
strategies

Monitoring tools

needs to be 

replaced by

served through

performance of new 

model is assessed 

by

triggers

training of

monitored by

System 

drift

Concept 

drift

Data 

drift

such as
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Inference pipelineInference pipeline
Once your model is deployed, it needs input data to make predictions. The 
results are then sent to users. Your data travels through an inference pipeline, 
following a path until it reaches the model, and the output it creates finishes 
the journey. The inference pipeline is a piece of software that takes production 
data as input, transforms it and makes predictions with the current model in 
production.

Model registry

Deployment

strategy

providesdefines how an old 
model is replaced by  
a new model

Model serving defines 
how the model is made 
available for users to use

Model 

serving

Inference pipeline

Incoming data Data transformations Model Output
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Model serving patterns · Model as a dependencyModel serving patterns · Model as a dependency
The way in which a model is made available to users is referred to as the 
model serving pattern. Three patterns can be distinguished. On this page, we 
focus on the model as a dependency pattern. The core idea of this pattern is 
that a model is wrapped in a software application and served through this 
application. Try to identify at least two scenarios where this pattern should be 
used.

Resources

https://ml-ops.org/content/three-levels-of-ml-software#code-deployment-pipelines 
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Programming 

Package

User
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install as
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(e.g. TensorFlow’s 


TFSavedModel)
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Model serving patterns · Model as a serviceModel serving patterns · Model as a service
The core idea of this pattern is that a model is served through an API and can 
be accessed by applications through a call to that API. Try to identify at least 
two scenarios where this pattern should be used.

Resources

https://ml-ops.org/content/three-levels-of-ml-software#code-deployment-pipelines 
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API

Model

sends 
response back

Application

sends 
request to

returns 
predictions to

forwards 
data to
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Model serving patterns · Precompute service 
pattern
Model serving patterns · Precompute service 
pattern
The core idea of this pattern is that the all possible results of a model are pre-
computed and stored in a database before a user makes a request. Try to 
identify at least two scenarios where this pattern should be used.

Resources

https://ml-ops.org/content/three-levels-of-ml-software#code-deployment-pipelines 
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Database

results are 
stored in

is send in 
bulk

User
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request to
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response back
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Batch of data
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Benefits of different model serving patternsBenefits of different model serving patterns
Picture yourself in charge of figuring out the most suitable model serving 
pattern. For the following three use cases, try to identify the ideal model 
serving pattern.

5.07

An online marketplace that sells cars wants 
to predict which cars a customer might 
want to buy. They plan to use a brief survey 
for this. The company knows all the 
possible options and wants to show the 
results as quickly as possible on their 
website.

Precompute 

service pattern

Model as a 

dependency

Model as a 
service

An automobile company developed a model 
that it wants to use on its Engine Control 
Unit which is the “car’s computer”. The car 
is not always connected to the internet, the 
sensor data is continuous, and the 
hardware does not have a lot of data 
storage or compute. 

Precompute 

service pattern

Model as a 

dependency

Model as 

a service

A music recommendation system tries to 
predict which song a listener would like 
based on streaming history. The data 
includes continuous data such as song 
length. The service is connected to the 
Internet and the model would need to be 
constantly updated to keep up with new 
songs and the changing tastes of the 
listener.

Precompute 

service pattern

Model as a 

dependency

Model as 

a service
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Why deployment strategiesWhy deployment strategies
At some point in the ML Lifecycle, you'll have to update an existing model with 
a new model. The way you swap out the old model for the new one is known as 
the deployment strategy.

New 

model

Old 

model

Staging 

Area

Production 

Area

3
The reason for using deployment 
strategies is that you never know 
exactly how your model will behave 
until it is in production. It is a risk 
mitigation strategy

2
The primary motivation for 
replacing an old model with a 
new one is that the 
performance of the old model 
decreases over time

Deploying a model usually 
means promoting a model 

from the staging area to 
the production area in the 

model registry

1
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Shadow deploymentShadow deployment
Shadow deployment is a strategy for high-risk use cases, such as clinical 
devices. The idea is to run input data over both the old and new models. 
However, the response from the new model is not served to the users and is 
only used for testing purposes. Only when our team is convinced that the 
performance of the new model is good enough, the new model will be 
deployed.

Old model New model

Data

User

Results are 

turned back

100%  
send to

inputs

100%  
send to

The new model’s 
predictions are only 

used for testing

1

2
Over time testing your 
new model with more 
data will give you more 
confidence in the model’s 
performance
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Canary deploymentCanary deployment
With this strategy, your new models are rolled out to a small subset of users 
before deploying it to the entire user base. This strategy allows the developers 
to monitor the release for potential issues.

1
If the performance of the new 
model is good enough for the 
developers, the new model will be 
rolled out to the entire user base.

Old model

Data Data

Model performance 

is compared

New model

Large 

user base

Small subset

of users

inputs inputs

Results are 

turned back

Results are 

turned back
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A/B testingA/B testing
With this strategy, 50% of your users will be working with the new model right 
after you deploy it. It is therefore not suitable for high-risk use cases, but it 
has the advantage of giving you a quick insight into the production quality of 
your new model and how the users might interact with it.

Old model New model

Data

Best performing model

is identified based on 


statistical tests

1
If your new model shows bad 
performance, it immediately 
impacts half of your users

50% of data 

send to

50% of data 

send to

User

inputs

Results are 

turned back
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Multi-armed banditMulti-armed bandit
This strategy is the only dynamic strategy among the three. Dynamic because it 
constantly changes the proportion of requests that go to the old model or the 
new model. Over time, and if the performance of the new model is better than 
the old, the majority of requests will go to the new model.

Old model

Data

Model performance 

is compared

1
Based on the comparison between 
the old and the new model, the 
algorithm decides what proportion 
of the requests will be forwarded 
to the two models

New model

Requests are 

allocated dynamically 

User

inputs

Results are 

turned back

Results are 

turned back
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Which deployment strategy to useWhich deployment strategy to use
Determining the appropriate deployment strategy often depends on a number 
of factors. Take a look at the following use cases and determine the most 
appropriate strategy for each.

5.13

A company plans to put out a new version of 
their model and quickly check if it works 
better than the old one. They want to make 
sure it doesn't cause any big problems. If it 
makes mistakes, it won't hurt anyone, but it 
might make a few users unhappy with the 
service.

A/B testing

Shadow 
deployment

Multi-armed 
bandit

A financial institution wants to test a new 
fraud detection model without risking 
disruption to its current operations. The new 
model runs in parallel, and its predictions are 
compared with the existing system to assess 
its accuracy and reliability.

A/B testing

Shadow 
deployment

Multi-armed 
bandit

A media streaming platform wants to use ML 
models that predict longer viewing times. The 
want to dynamically provide more traffic to 
models that lead to longer viewing times.

A/B testing

Shadow 
deployment

Multi-armed 
bandit
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Without monitoring your ML system will failWithout monitoring your ML system will fail
Once you deploy the model, your job goes beyond the initial deployment. 
Regular monitoring is important to keep the model up to date. Monitoring 
shouldn't be an afterthought in ML system development; instead, it's an 
essential step to ensure your model stays accurate and relevant over time.

1
Over time, the performance of your ML 
system degrades, which means it 
gradually deviates from your project or 
business goal

2
When planning your project, be 
sure to plan for these long 
maintenance costs. Often these 
costs are neglected and 
undermine the overall purpose 
of the project
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Data drift · A common target for monitoringData drift · A common target for monitoring
Data drift refers to the phenomenon where the statistical properties of a 
dataset change over time, leading to a degradation in the performance and 
reliability of machine learning models. It occurs when the underlying data 
distribution changes, causing discrepancies between the training and 
operational data. 



Data and Errors 
after deployment

Data and Errors 
one month after 
deployment

After a month, the 
model shows a worse 
performance than 
initially, indicated by 
the delta in error

The distribution of 
data has changed 
over time, a 
phenomenon 
known as data drift

Due to the change in 
data distribution it is 
necessary to retrain and 
deploy a new model

The black line 
indicates a 
trained linear 
regression model

Absolute errors of

both models
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Covariate shift and label shiftCovariate shift and label shift
Data drift can be divided into two types: covariate shift and label shift. Both 
can affect the performance of models by causing differences between the data 
used for training and the data encountered during deployment.

unkown 
target 

function

target variable 
(labels)

input features 
(covariates)

1
Covariate shift

Covariate shift refers to a situation where the 
distribution of the input features (covariates) in the 
training data differs from the distribution of the 
input features in the production data. In other 
words, the statistical properties of the input space 
change between the training and production phases.

2
Label shift

Label shift in machine learning refers to a situation 
where the distribution of the target variable (labels) 
changes between the training and deploying phases of 
a model. This change can lead to a discrepancy 
between the training and real-world data, making the 
model's predictions less accurate or biased.
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Examples of covariate and label shiftExamples of covariate and label shift
Below you can find an example for a covariate and a label shift each.

In this scenario, a model was trained to distinguish between screw types. 
Initially, the product range included screws of different lengths. The model 
used images of screws as a feature. Over time, however, the screws became 
shorter, which led to a deterioration in the accuracy of the model.

In this example, a model underwent training to forecast customer churn. 
Over time, there has been a noticeable shift in the distribution of the target 
variable. Specifically, there has been a 17% increase in the number of 
customers who churned compared to the previous month when the model 
was deployed.

Covariate shift

Label shift

mixed screws short screws

after deployment

churn churn

5%

22%

95%

78%

no-churn no-churn

one month after 
deployment
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Concept drift · Shifts in relationship patternsConcept drift · Shifts in relationship patterns
Concept drift refers to the phenomenon where the underlying relationship 
between input features (covariates) and the target variable (labels) in a 
machine learning problem changes over time, leading to a degradation in 
model performance.

Resources

http://www.trustworthymachinelearning.com/trustworthymachinelearning-09.htm

https://towardsdatascience.com/mlops-model-monitoring-101-46de6a578e03

5.18

Europe

In Europe, credits are granted 
based on stringent criteria

United States

In the United States, credits 
are granted with greater ease

1
Concept drift occurs between the 
relationship between the input 
features and the target variable

3
Cultural differences between nations 
alter the relationship between input 
features and the target variable, 
resulting in concept drift

2
Suppose you have developed a machine learning model 
to predict the creditworthiness of individuals in Europe 
and now want to deploy it in the United States
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Concept drift, covariate shift, or label shift?Concept drift, covariate shift, or label shift?
Try to identify which of the three drifts and shifts occurs in each of the 
following cases. Pick one of the three concepts in each case.

5.19

A computer vision model trained on images 
captured by high-quality cameras fails to 
generalise well when deployed in real-
world scenarios where images are 
captured by low-quality or different types 
of cameras.

Concept drift

Covariate shift

Label shift

An online marketplace used a model to 
predict user buying behaviour for product 
categories. Originally, sales were split 50% 
electronics and 50% cooking appliances. 
Recently, however, customers purchased 
an average of 90% of products from the 
cooking appliances category.

Concept drift

Covariate shift

Label shift

In a weather prediction model, the 
relationship between atmospheric pressure 
and precipitation patterns changes due to 
climate change, making the model's 
predictions less accurate over time.

Concept drift

Covariate shift

Label shift
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Types of concept driftTypes of concept drift
Concept drift can occur quickly, gradually, or in specific patterns. Below you 
can find six boxes. We have given you an example. Try drawing other possible 
patterns and give an example for each.

Resources

https://www.iguazio.com/blog/concept-drift-deep-dive-how-to-build-a-drift-aware-ml-system/

5.20

Instant A sudden 
change that 
has long 
lasting effects 
like Covid.
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System monitoring · Changes on the system levelSystem monitoring · Changes on the system level
System monitoring refers to the process of tracking changes in system metrics 
in a production environment. The term "system" means that these metrics are 
not specific to the ML model itself, but relate to the overall functionality of the 
machine learning system.

Traffic
The number of 
requests in an 
hour

CPU/GPU Utilisation
Proportion of time 
the CPU/GPU is 
actively performing 
computation

Latency
Time delay or the period 
it takes for a system to 
respond to a request

System 
availability
The operational 
uptime of an ML 
system

ML 
monitoring

System monitoring
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Practical recommendationsPractical recommendations
If you're uncertain about what to do next, consider these practical 
recommendations.

The deployment of your models is not the end of your 
ML Lifecycle. When planning your project, try to 
budget monitoring. Proper monitoring can be costly, 
but it is critical to deliver models that produce 
quality predictions in the long run.

Things can go wrong. Always make sure that you can 
quickly rollback to a previous model version. This is 
especially important for high-risk use cases.

As you become more familiar with model serving 
patterns and deployment strategies, consider using 
more complex systems such as cascading model 
patterns or ensemble patterns.

When deploying your models, you should consider 
both model serving patterns and deployment 
strategies. There is no universal solution, but the 
specific use of both depends on your use case.



Deployment

Self-assessment of comprehensionSelf-assessment of comprehension
Take a moment to answer the following questions about the content covered 
in this module. Keep in mind that there's only one correct answer for each 
question.

5.23

1. Which of the following list of shifts and drifts has the correct 
terminology?

A) data drift, concept shift, covariate shift, label shift

B) data shift, concept drift, covariate drift, label shift

C) data drift, concept drift, covariate shift, label shift

2. Which of the following analogies best describes A/B testing?

A) Imagine you're a filmmaker trying to gauge audience 
preferences for two different endings of your movie. You 
show one ending to a group of viewers at a cinema and the 
other ending to another group watching it on a streaming 
platform. By analyzing their reactions, ticket sales, and 
streaming views, you can determine which ending resonates 
better with the audience. 

B) Imagine you're a radio station manager trying to determine 
which song to play during peak hours. You have two options: 
Song A and Song B. To gather data on listener preferences, 
you randomly select periods throughout the day to play one 
of the two songs. Based on the number of requests and 
engagement from listeners during each period, you make a 
decision on which song to play more frequently.

C) Imagine you're a fashion designer launching a new 
collection. Before releasing it to the public, you organize a 
private fashion show for a select group of individuals. They 
provide feedback on the designs, suggesting improvements 
or pointing out any issues they notice. This allows you to 
refine the collection and address any concerns before 
making it available to a wider audience.
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Self-assessment of comprehension5.24

3. What is a commonality between A/B testing and multi-armed 
bandit?

A) Both methods rely on machine learning techniques to 
analyse model performance.

B) Both methods aim to minimise model bias.

C) Both methods involve user experimentation to determine 
the best models.

4. What is the key idea to distinguish between label shifts and 
covariate shifts? Remember that both shifts describe changes 
from training data to production data.

A) Label shift refers to changes in the features or attributes of 
the data, while covariate shift refers to changes in the target 
variable.

B) Label shift occurs when there are changes in the 
distribution of the input features, while covariate shift 
occurs when there are changes in the distribution of the 
target variable.

C) Label shift refers to changes in the distribution of the target 
variable, while covariate shift refers to changes in the 
distribution of the input features.
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Self-assessment of comprehension5.25

5. Which of the following scenarios best describes a “model as a 
service” architecture?

A) A financial institution deploys a fraud detection system that 
analyzes customer transactions in real time to identify 
potential fraudulent activity. The model is trained using 
historical transaction data and continuously updated with 
new data to adapt to evolving fraud patterns. Whenever a 
customer initiates a transaction, the model is invoked and 
provides a fraud probability score. The model is called from 
within the application and loaded as a software package.

B) An automobile is developed a model that it wants to use on 
its Engine Control Unit which is the “car’s computer”. The 
car is not always connected to the internet and does not 
have a lot of data storage or compute. 

C) A movie recommendation system attempts to predict which 
film a viewer would enjoy based on their viewing history and 
recommends it for their next watch. The model would 
require continuous updates to accommodate the release of 
new movies and the viewer's evolving preferences.

6. What is the difference between model serving patterns and 
deployment strategies?

A) Model serving patterns primarily focus on selecting and 
orchestrating various components required to operationalise 
models in a production environment, while deployment 
strategies encompass the design patterns and 
methodologies for efficiently exposing machine learning 
models as APIs.

B) Model serving patterns refer to the architectural patterns 
used to serve ML models, while deployment strategies 
involve the techniques to test and compare model 
performance in order to promote a model to production.

C) Model serving patterns involve the selection and 
orchestration of various components required to 
operationalise models in a production environment, whereas 
deployment strategies primarily deal with data 
preprocessing techniques and feature engineering for 
machine learning models.
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Module reviewModule review
Each module begins and ends with this page. At the beginning of the module, 
we asked you to write down some questions that you would like answered at 
the end. Once you have written down these questions and worked through the 
content, take some time to look at the questions again and explain the 
answers to yourself.

5.26
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FEEDBACK LOOPS & ML ORCHESTRATION

Intended learning objectivesIntended learning objectives
This module is designed to improve your ability to effectively use a workflow 
orchestration tool and manage feedback loops within an ML system. First, we 
will define the terminology for workflows and workflow orchestration tools and 
then discuss the four main functions of these tools in detail.

6.00

Distinguish between the terms workflow and workflow orchestration 
tools.

Describe the functionality and purpose of a workflow orchestration tool.

Describe how workflow orchestration tools improve collaboration among 
team members.

Describe how CI/CD can further professionalize your ML workflow.

Describe four triggers for retraining models.

Identify and name at least two long-range feedback and wide-range 
feedback loops.

By the end of this module, you will have developed the following 
proficiencies:

Before you begin, we recommend that you take a look at the contents 
of the module. Take a few minutes to go through each page and look at 
the headings and visuals. Try to get an overview of the module's 
content. When you are done, go to the last page of the module and 
write down a few questions you would like to have answered at the 
end of the module. We will ask you to review these questions later 
after you have worked through the content.



6.01 Definition of a workflowDefinition of a workflow
An ML workflow describes how the ML Lifecycle is implemented by an ML 
team. While there are numerous activities within the ML Lifecycle, only a 
subset of them are executed in a particular workflow.

1
A workflow describes the sequence in which 
the activities for a particular use case are 
executed automatically or manually

2
Your team has already implemented a workflow 
to train and deploy models. However, many 
workflows undermine the ML Principles

Ingest Data Validate

Data Quality

Pre-process data

Train Model

Evaluate 

Model

Deploy 

model
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6.02 What does it mean to orchestrate a workflow?What does it mean to orchestrate a workflow?
Workflow orchestration tools are designed to automate and manage complex 
ML workflows. They perform four functions.

1
Separation of concerns

Activities that are closely related 
are encapsulated into tasks. This 
increases modularity and allows 
developers to modify tasks without 
worrying about breaking the entire 
workflow. Also, tasks can be 
cached, allowing for a more 
efficient execution of the workflow

2
Cascading tasks

Workflow orchestration tools 
allow tasks to be executed 
in a waterfall-like manner, 
where by triggering the 
workflow the independent 
tasks are executed in the 
right order

3
Scheduling tasks

Tasks can be scheduled 
for specific times when 
things change or by 
specific triggers

4
Initiating feedback loops

By monitoring changes in 
the production system, 
workflow orchestration 
tools can trigger feedback 
loops that restart the 
cascade of task

e.g. run this every 
Tuesday

Ingest data Validate

data quality

Pre-process data

Train model

Evaluate 

model

Deploy 

model

FEEDBACK LOOPS & ML ORCHESTRATION



6.03 The four types of model retraining triggersThe four types of model retraining triggers
The feedback loops can be triggered in a variety of ways: action based, 
schedule based, on-demand and hybrid.

e.g. retrain daily and when the 
monitoring flags specific events 
such as covariate shift

1
Event-based

These triggers occur for 
specific events across the 
ML Lifecycle

2
Schedule-based

These triggers are activated 
through user-defined 
recurring schedules

3
On-demand

These triggers are fired 
manually when a 
developer feels that the 
model needs to be re-
trained

4
Hybrid

These triggers describe how 
a team combines different 
triggers for model retraining

e.g. in case of covariate shift; 
model performance is lower 
than a treshold

e.g. testing a new 
preprocessing method 

e.g. daily, hourly
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How workflow orchestration tools promote the ML 
Principles
How workflow orchestration tools promote the ML 
Principles
Based on what we have said so far about workflow orchestration tools, try to 
describe which ML Principles are supported by orchestration tools and why? 
Select the principles that you think are particularly supported.

6.04
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6.05 The benefits of workflow orchestration tools from 
the perspective of the accountabilities
The benefits of workflow orchestration tools from 
the perspective of the accountabilities
A workflow orchestration tool has one major advantage: it improves 
collaboration between team members. Try to predict which questions the 
different accountabilities can answer with a workflow orchestration tool.

Product Owning

Paige

Data Science 

Doris

ML Engineering

Matthew

Data Engineering

Damian

Data Steward

Deborah

What is the 
current status 
of the 
workflow?
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CI/CDCI/CD
A best practice that is often part of orchestrating a workflow are continuous 
integration and continuous delivery (CI/CD) pipelines. CI/CD is a set of 
practices in software development that seek to streamline and automate the 
process of building, testing, and deploying software.

6.06

Data Science 

Doris

pushes code

changes to

execute

Remote Repository

Tests

Security 
checks

Functional 
tests

Code 
linting

such as

Production

environment

when tests are passed

promotes changes to

Continuous  
Integration (CI)

Continuous  
Delivery/Deployment (CI)
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The long-range feedback loop triggersThe long-range feedback loop triggers
Triggers serve as the initial points from which your team revisits an activity in 
the machine learning lifecycle and iterates on one of the previous phases. Two 
types of feedback loops exist: long-range and wide-range. In this exercise, 
attempt to match the triggers listed below with their respective feedback 
loops in the diagram. Keep in mind that one feedback loop corresponds to two 
triggers.
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1 Too much traffic: Scale up 
deployment

2 Slow inference time: Reduce 
model complexity to shrink 
model size

3 Model biased against certain 
minorities: Remove ethical 
features

4 Latest model has worse 
performance than previous 
model
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The wide-range feedback loop triggersThe wide-range feedback loop triggers
In this exercise, attempt to match the triggers listed below with their 
respective feedback loops in the diagram. Keep in mind that the feedback 
loops provided might not be equally distributed. 
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1 Data shows consistently 
different input schema: 
Revise data collection 
strategy

2 Model biased against certain 
minorities: Revise data 
collection strategy

3 Correct for data drift by only 
taking into account more 
recent data

4 Bad model performance for 
a specific prediction class: 
Collect more data and/or 
improve labeling

5 Model interpretability 
analysis does not align with 
expectations: Iterate on 
data understanding and 
preparation

6 Model is used differently 
from the way it is intended 
to be used than previous 
model
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Practical recommendationsPractical recommendations
If you're uncertain about what to do next, consider these practical 
recommendations.

Implement workflow orchestration in a production 
environment to enhance collaboration, scalability, 
and a seamless re-deployment process.

Consider setting up feedback loops and creating 
backup plans to rollback old models when needed.

Depending on your use case, identify and implement 
the most suitable model retraining triggers to ensure 
optimal model performance in the long run.

Use continuous integration and continuous 
deployment (CI/CD) pipelines to guarantee adherence 
to rigorous code standards.
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Self-assessment of comprehensionSelf-assessment of comprehension
Take a moment to answer the following questions about the content covered 
in this module. Keep in mind that there's only one correct answer for each 
question.

6.10

1. Under which circumstances is it reasonable to go back to the 
Planning Phase after a model has been deployed?

A) The data shows consistently different input schemes.

B) The model is used differently from the way it is intended to 
be used.

C) The model is negatively biased against certain minorities

2. How does the workflow orchestration tool benefit the ML 
Lifecycle?

A) The orchestrator oversees the model's' performance in order 
to assess their effectiveness in real-world environments.

B) The orchestrator potentially automates numerous tasks, 
thereby facilitating easier iterations.

C) The orchestrator ensures that the entire team stays 
informed by promptly notifying engineers of any changes in 
the code base.

3. Which of the following is a feature of a Directed Acyclic Graph 
(DAG)?

A) It allows for efficient topological sorting, which means the 
nodes can be arranged in a linear order such that for every 
directed edge from node A to node B, A comes before B in 
the order.

B) It allows bidirectional edges between nodes, enabling data 
flow in both directions.

C) It allows for simultaneous traversal of multiple paths from 
one node to another, promoting parallel processing.
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Self-assessment of comprehension6.11

4. Consider the following scenario: Your team encounters a 
challenge where the production data consistently shows 
variations in input structure. Determine the appropriate feedback 
loop within the ML Lifecycle that should be employed.

A) Monitor & Maintain -> Data Ingestion

B) Monitor & Maintain -> Data Management

C) Monitor & Maintain -> Data Preparation

5. Under which of the following three scenarios is it advisable NOT 
to use a workflow orchestration tool?

A) It is advisable not to use a workflow orchestration tool in 
Machine Learning systems when the system operates in a 
highly regulated environment with strict compliance 
requirements. 

B) It is always advisable to use workflow orchestration tools in 
every phase of the project.

C) When the phase of the project requires rapid prototyping.

6. How do data scientists benefit from workflow orchestration 
tools? 

A) They don’t, their job just got automated. 

B) They can save time by avoiding the need to reexecute tasks.

C) With the availability of data, they can now initiate a 
workflow to address any business problem effectively.
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Module reviewModule review
Each module begins and ends with this page. At the beginning of the module, 
we asked you to write down some questions that you would like answered at 
the end. Once you have written down these questions and worked through the 
content, take some time to look at the questions again and explain the 
answers to yourself.
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